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Outline

Ordered Logistic Regression

Random utility representation

Ordered logit (probit) models

Marginal effect of x
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Review: logit model
We have a binary DV:

Y =

{
1 (vote)
0 (not vote)

The values of Y are determined by P or Pr(Y = 1),

Y ∗ = α+ β1X1 + β2X2 + β3X3 + · · ·+ βkXk

P̂ = Λ(Y ∗)

Y ∗ = latent utility (propensity).

Y ∗ can range between −∞ and ∞, but P̂ ranges between 0 and 1.

We don’t care about the actual (Y ∗) → but care about the more
interpretable latent probability [0,1] P̂ (the s-curve)
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Random utility representation (thresholds)

There is an alternative interpretation of the same model

Y =

{
1 (vote)
0 (not vote)

We think of Y ∗ as an unobservable random utility of voting,
whereas Y is the actual observation

Y ∗ = Xβ + ϵ

Actor votes (Y = 1) when Y ∗ is greater than some threshold
(usually 0); Pr (Y ∗ > threshold) ⇝ Pr(Y ∗ = 1)

Conceptual steps: X s ⇒ Y ∗ ⇒ Y
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Random utility representation

Y ∗ = Xβ + ϵ

Y =

{
1 (when Y ∗ > 0)
0 (when Y ∗ ≤ 0)

Systematic component:
Xβ = α+ β1X1 + β2X2 + β3X3 + · · ·+ βkXk

Stochastic component: ϵ follows a logistic distribution
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Random utility representation (an example)

Consider a simple model as an example:

Y ∗ = α+ β1X1 + ϵ

where X1 takes three values: 0, 1, 2, and α̂ = 0 and β̂ = 1

Y ∗ =


0 + ϵ (when X1 = 0)
1 + ϵ (when X1 = 1)
2 + ϵ (when X1 = 2)

We can see that:

As X1 gets bigger, Y ∗ gets bigger (Y ∗ = α+ β1X1 + ϵ)

As Y ∗ gets bigger, it is more likely to satisfy the condition: Y ∗ > 0,
hence more likely that Y = 1
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When X1 = 0 and thus Y ∗ = 0 + ϵ

−6 −4 −2 0 2 4 6

0.
0

0.
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0.
2

0.
3

0.
4

When X1 = 0, about half of the cases satisfy Y ∗ > 0
Look at the area under the logistic curve (Λ)–also called cumulative
distribution function (cdf)
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When X1 = 1 and thus Y ∗ = 1 + ϵ
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When X1 = 1 ⇒ Y ∗ ↑ ⇒ more cases satisfy Y ∗ > 0
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When X1 = 2 and thus Y ∗ = 2 + ϵ
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When X1 = 2 ⇒ Y ∗ ↑ ⇒ even more cases satisfy Y ∗ > 0
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Random utility representation

We can think of Pr(Y ∗ > 0) as Pr(Y = 1)

As X1 gets bigger Y ∗ gets bigger ⇝ P gets bigger

When we have one threshold, it becomes a logit regression

When we have multiple thresholds, it becomes an ordered logit
regression
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Ordered Logistic Regression
Let’s say we are interested in roll call voting in the US congress

Y =


0 (vote Nay)
1 (abstain)
2 (vote Yay)

We can think of unobservable random utility of supporting the bill:

Y ∗ = Xβ + ϵ

As Y ∗ gets bigger, Pr(Y = 2) increases

As Y ∗ gets bigger, Pr(Y = 0) decreases

As Y ∗ gets bigger, Pr(Y = 1) increases relative to Pr(Y = 0) but
decreases relative to Pr(Y = 2)
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Ordered logistic regression

Recall, with logit models we needed one threshold (0) to classify
two values

When we have 3 categories, we need 2 thresholds

Y =


0 (vote Nay) when Y ∗ ≤ c1
1 (abstain) when c1 < Y ∗ ≤ c2
2 (vote Yay) when Y ∗ > c2
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Ordered logistic regression

When we have a binary DV:
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Ordered logistic regression
When we have a three-category ordered DV:
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Red = Pr(Y = 2), Gray = Pr(Y = 1), White = Pr(Y = 0)

14 / 31
POLI803 | Week 4

▲



Review: Logit Ordered Logit Example

Ordered logistic regression
When we have a three-category ordered DV:

−6 −4 −2 0 2 4 6

0.
0

0.
1

0.
2

0.
3

0.
4

Red = Pr(Y = 2), Gray = Pr(Y = 1), White = Pr(Y = 0)

14 / 31
POLI803 | Week 4

▲



Review: Logit Ordered Logit Example

Ordered logistic regression
When we have a three-category ordered DV:

−6 −4 −2 0 2 4 6

0.
0

0.
1

0.
2

0.
3

0.
4

Red = Pr(Y = 2), Gray = Pr(Y = 1), White = Pr(Y = 0)

14 / 31
POLI803 | Week 4

▲



Review: Logit Ordered Logit Example

Ordered logistic regression
When we have a three-category ordered DV:

−6 −4 −2 0 2 4 6

0.
0

0.
1

0.
2

0.
3

0.
4

Red = Pr(Y = 2), Gray = Pr(Y = 1), White = Pr(Y = 0)

14 / 31
POLI803 | Week 4

▲



Review: Logit Ordered Logit Example

Ordered logit / probit

DV = ordered categorical variable

A lot of applications in public opinion research

Eur. Social Survey: people’s attitude toward immigration, support
for welfare spending
E.g. Strongly approve, somewhat approve, neutral, somewhat
disapprove, strongly disapprove

Applications in conflict research

No violence, repression, civil war
Lose, draw, win in war

Roll call voting (nay, abstain, yay)
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Religion and Attitudes toward Redistributive
Policies among Americans
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Example: Conflict Mediation

Terris & Maoz (2005) “Rational Mediation: A Theory and a Test.”
JPR.

RQ: What explains the occurrence / intensity of third-party
mediation in international conflict?

Some international conflicts experience more intrusive mediation,
some experience less intrusive mediation, and others experience none

Y =


0 No mediation
1 Less intrusive mediation
2 More intrusive mediation
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Replication: Conflict Mediation

Theory: when the conflict is more versatile (susceptible to change),
more intrusive forms of mediation become more likely

Conflict versatility: likelihood that the underlying conflict can be
converted into a cooperative game

Underlying (unobservable) random utility of mediation, Y ∗

Y ∗ = β ∗ Conflict Versatility+ Xβ + ϵ

Y =


0 when Y ∗ ≤ cut1
1 when cut1 < Y ∗ ≤ cut2
2 when Y ∗ > cut2
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Example: Conflict Mediation

The data set is available online:
http://vanity.dss.ucdavis.edu/~maoz/datasets.htm

DV (medintrus): “None” (0), “Information/Procedural” (1),
“Directive” (2)

Conflict versatility (cumversatil): 85.2 ∼ 948.0 (higher values =
more versatile)

Minimum Regime Score (minreg302): −90 ∼ 60 (higher values =
disputants are more democratic)

Capability ratio (caprat): 1.002 ∼ 13439.462 (higher values = one
disputant is stronger than the other)

Alliance (ally1): dummy (1 if disputants are allied, 0 otherwise)

Past mediation (lagprmed): 0 ∼ 12 (Number of past mediated
conflicts)
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Fitting an ordered logit model in R

library(MASS)
fit <- polr (y ∼ x1 + x2 + x3,

data = dataset.name)

The polr function is included in the MASS package
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Example: Conflict Mediation
Fifth model in Table 2 (p. 579)

Dependent variable:
Minimum Regime Score 0.007∗∗

(0.003)

Capability Ratio −0.008∗
(0.005)

Alliance 1.066∗∗∗
(0.211)

Prior Mediation 0.263∗∗∗
(0.060)

Conflict Versatility 0.004∗∗∗
(0.0004)

Observations 1,382

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Example: Conflict Mediation

A few things to note:

In ordered logit model, the intercept will not be estimated (assumed
to be zero)

Instead, we estimate two cut-points. By default, the stargazer
table doesn’t show them

We can use the summary function to find the values of the
cut-points
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Example: Conflict Mediation
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Example: Conflict Mediation
How the table should look

Dependent variable:
Minimum Regime Score 0.007∗∗

(0.003)

Capability Ratio −0.008∗
(0.005)

Alliance 1.066∗∗∗
(0.211)

Prior Mediation 0.263∗∗∗
(0.060)

Conflict Versatility 0.004∗∗∗
(0.0004)

Cut point 1 4.343∗∗∗
(0.320)

Cut point 2 5.079∗∗∗
(0.335)

Observations 1,382

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

25 / 31
POLI803 | Week 4

▲



Review: Logit Ordered Logit Example

Example: Conflict Mediation

So we find that Conflict Versatility has a slope of 0.004 and
it’s highly statistically significant

But what does that mean in terms of different ordered categories?
We can’t tell from the table → need effect plots

Recall this is the effect of Conflict Versatility on Y ∗, which is
NOT the quantity of interest in itself

We need to know whether this induces a meaningful change in
Pr(Y = 2) and/or Pr(Y = 1) relative to Pr(Y = 0)

Recall also that the effects of Conflict Versatility on
probabilities depend on the values of other independent variables

We usually set the values at their mean or median value

We should try setting them at other “interesting” values
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Example: Conflict Mediation
cumversatil effect plot

Conflict Versatility
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Example: Conflict Mediation
cumversatil effect plot
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Example: Conflict Mediation
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Example: Conflict Mediation
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Summary

When DV is an ordered categorical ⇒ ordered logit model

Roll call voting (nay, abstain, yay)
Levels of support for a certain policy (survey research)
Military victory (lose, draw, win)

After estimating the model, we need to investigate the substantive
effects of our main independent variable using the effect function

In doing so, try setting the values of the other independent variables
at interesting values, and see how the effects of the main IV change
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